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Physical proximity to a traumatic event increases the severity of
accompanying stress symptoms, an effect that is reminiscent of
evolutionarily configured fear responses based on threat immi-
nence. Despite being widely adopted as a model system for stress
and anxiety disorders, fear-conditioning research has not yet char-
acterized how threat proximity impacts the mechanisms of fear
acquisition and extinction in the human brain. We used three-
dimensional (3D) virtual reality technology to manipulate the ego-
centric distance of conspecific threats while healthy adult partici-
pants navigated virtual worlds during functional magnetic
resonance imaging (fMRI). Consistent with theoretical predictions,
proximal threats enhanced fear acquisition by shifting conditioned
learning from cognitive to reactive fear circuits in the brain and
reducing amygdala–cortical connectivity during both fear acquisi-
tion and extinction. With an analysis of representational pattern
similarity between the acquisition and extinction phases, we fur-
ther demonstrate that proximal threats impaired extinction effi-
cacy via persistent multivariate representations of conditioned
learning in the cerebellum, which predicted susceptibility to later
fear reinstatement. These results show that conditioned threats
encountered in close proximity are more resistant to extinction
learning and suggest that the canonical neural circuitry typically
associated with fear learning requires additional consideration of
a more reactive neural fear system to fully account for this effect.
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Recognizing potential threats is a fundamental survival skill
that enables the appropriate selection of defensive behaviors

(1, 2). Given the importance of this evolutionarily configured
response, researchers have long studied the underlying processes
that support the learning of threat associations. These paradigms
typically place a conditioned stimulus (CS) in a predictive re-
lationship with an aversive reinforcer, and then test for the
persistence of the acquired defensive response when it is no
longer reinforced (3). A dynamic neural system supports the
acquisition and extinction of threat associations, involving bi-
directional connections among prefrontal, medial temporal, and
midbrain structures (4). Specifically, the prevailing neural ac-
count highlights the importance of the amygdala in receiving
sensory information and generating defensive behavior (5), the
hippocampus in storing memory representations for fearful
contexts (6), and dorsal and ventral portions of the medial pre-
frontal cortex (mPFC) in facilitating fear expression or sup-
pression, respectively (7). Moreover, while detailing this general
shared network supporting conditioned fear learning, re-
searchers have also examined important modulatory factors that
expand our understanding of the complex neural architecture
underlying the initial acquisition and long-term maintenance of
threat associations. For example, such investigations have in-
dicated dissociable roles for the amygdala and hippocampus in
cue and context-related fear conditioning, respectively (8), and
that fear generalization to perceptually related stimuli engages a

similar set of regions initially active during the learning period
(9, 10).
The development of neurocognitive models for conditioned

fear learning provides a promising means to better understand
psychiatric symptoms of threat hypersensitivity and fear persis-
tence, as exemplified by posttraumatic stress disorder (PTSD)
(11, 12). However, most fear-conditioning studies rely on brief
presentations of images or sounds as conditioned stimuli, a
method that is well-suited for the constraints of traditional re-
search settings but difficult to generalize to many real-life trau-
matic encounters. In recent years, the development of virtual
reality (VR) has offered a promising means by which to address
this limitation, as it affords a richer experimental manipulation
of both threat cues and contexts, and ultimately provides a more
salient and ecologically valid experience (13). VR technology is
especially powerful for manipulating spatial distance, which sig-
nificantly contributes to the severity of trauma-related disorders,
but has yet to be incorporated into existing fear-conditioning
models. Compared to spatially distal events, traumatic events
that directly involve the body envelope, such as rape and assault,
are most strongly associated with PTSD (14), and a systematic
review showed that direct exposure and close proximity to an
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event increases the risk of PTSD development and number of
associated symptoms (15). Moreover, spatial proximity to a
highly traumatic bank robbery has been found to be a risk factor
for PTSD diagnosis 1 mo later, and this relationship is mediated
by acute stress up to 2 d following the robbery (16). Yet, while
such emerging evidence suggests strong long-term modulatory
effects of spatial proximity on fear circuitry, no study to our
knowledge has directly assessed how proximity to a conditioned
threat influences conditioned-learning circuits in the human
brain and subsequent reactivity to threat stimuli.
Findings from nonhuman animals suggest that a relationship

between proximity and fear learning stems evolutionarily from
predator–prey interactions, whereby a prey’s behavior shifts from
a strategic to a reactionary defensive state based on distance to a
predator (17). According to the predatory imminence contin-
uum, this effect can be understood along three primary phases:
1) A preencounter phase that configures behaviors to minimize
contact with a potential threat (e.g., adjusting meal patterns), 2)
a postencounter phase after predator detection that elicits
freezing and avoidance behaviors to increase escape probability,
and 3) a circa-strike defensive mode that activates reactionary
fight-or-flight mechanisms if contact with a predator is in-
evitable. Neurobiological investigations have revealed that these
shifts in defensive states involve a dynamic interface among
neural systems that coordinate motoric behavior and fear ex-
pression. For example, dorsolateral regions of the midbrain
periaqueductal gray (PAG) interact with forebrain structures,
such as the amygdala, to fully engage innate circa-strike reactions
(18), while coordinating motor output via connections to the
cerebellum, motor cortex, and mPFC (19–22). Amygdala–
midbrain–medullary circuitry mediates postencounter freezing
behavior (23), while activation patterns between the prelimbic
and lateral amygdala track threat imminence when anticipating
or reacting to predatory attacks (24).
Despite advancements in understanding how predatory im-

minence affects rodent behavior, research on the behavioral and
neural response to threat proximity in humans is lacking, given
methodological challenges with manipulating egocentric spatial
proximity in neuroimaging environments. The few studies that
have investigated threat imminence in humans commonly use
chase-and-capture video games (25–28), whereby participants
navigate a two-dimensional (2D) maze while trying to avoid
capture by a virtual predator as an operant reinforcer. In such
investigations, increased proximity to a predator in 2D space
shifts brain activity from the rostral anterior cingulate cortex
(ACC) and ventromedial PFC (vmPFC) to phylogenetically
older midbrain regions, such as the PAG (25, 26). Moreover,
whereas postencounter contexts are associated with activation of
forebrain structures, such as the vmPFC, amygdala, and hippo-
campus, the circa-strike context shows negative connectivity of
the midbrain with these regions (26). These neural findings
correspond with consistent behavioral demonstrations that in-
creased proximity to threatening stimuli tends to amplify and
maintain defensive responses, as measured via skin conductance
(29, 30) and startle (31), emphasizing that threat imminence also
configures distinct behavioral outcomes in humans.
To help explain these findings, the survival optimization sys-

tem (SOS) hypothesis posits two core systems that modulate
adaptive behavioral responses to threat imminence: 1) A mod-
ulatory, cognitive appraisal system that guides defensive behav-
ior, and 2) a learning system that develops internal probabilistic
models to optimize strategy selection (1). Importantly, this hi-
erarchical model helps explain why different components of an
adaptive fear system are recruited based on threat proximity,
resulting in the differential configuration of prediction and
prevention strategies that influence future behavior. Validating
this proposal, a recent video game study revealed differences in
escape decisions when approached with slow- or fast-attacking

predators, reflecting temporal proximity (32). Participants were
motivated to flee from a virtual predator as late as possible in
order to acquire more money, thus requiring consideration of the
distance to the threat, the cost of fleeing, and the cost of staying.
Qi et al. (32) found faster-attacking predators elicit a reactive
fear circuit comprising the midbrain and midcingulate cortex
(MCC) that facilitates rapid escape decisions, whereas slower-
attacking predators resulted in activation of fear circuitry im-
plicated in cognitive appraisals and associative learning, in-
cluding the vmPFC, hippocampus, and posterior cingulate cortex
(PCC). The differential recruitment of reactive and cognitive
fear circuitry was also associated with optimal escape decisions
derived from a Bayesian model, emphasizing the SOS proposal
of adaptive shifts between fear circuitry that helps to adjust be-
havior (1). These findings have provided compelling evidence for
dissociation in the neural circuitry supporting threat responses, al-
though the differential recruitment of cognitive and reactive fear
circuits have yet to be incorporated in neurocognitive models for
the learning and long-term memory of threat associations.
Accordingly, here we integrate theoretical perspectives from

the predatory imminence model of predator–prey interactions
(17) and the SOS hypothesis as supported by the video game
literature (32) to propose that egocentric spatial distance of a
conditioned threat will differentiate reactive and cognitive fear
circuits during acquisition and extinction training that will impact
behavioral indices of learning magnitude, extinction success, and
susceptibility to fear reinstatement. Although the present in-
vestigation is focused on this distinction between “reactive” and
“cognitive” fear circuitry to remain consistent with the termi-
nology recently proposed by Mobbs et al. (32, 33), we acknowl-
edge that these circuits do not serve single functions but reflect a
complex interplay among mental processes that extend beyond
threat learning and, despite having behavioral consequences,
may not directly contribute to conscious feelings of fear (3). We
nevertheless use the term “fear conditioning” to remain consis-
tent with past literature in this area, recognizing that there is an
active debate on the extent to which conditioning paradigms
relate to the neural circuitry for fear experience (34–36). Central
to this debate is whether fear can be traced to phylogenetically
programmed neural circuits that are mirrored across species, or
whether subjective fear is cognitively assembled by humans from
higher-order representations orthogonal to lower-order de-
fensive, physiological reactions (36). There is general consensus,
however, that one means by which to improve our study of fear
and potentially reconcile this debate is to further study the
ecological conditions that dissociate different fear states, such as
by studying the influence of threat imminence (33). Doing so can
help develop a better understanding for underlying defensive
survival circuits conserved across species, before determining
how they contribute to the conscious feeling of fear. Therefore,
detailing the distinction between cognitive and reactive states
offers a means by which to provide more clarity to the general
definition of fear, especially when translated to one of the most
prominent means by which fear has been studied in the
literature: fear conditioning.
In sum, the persistent effects of proximal threats on neural cir-

cuitry are implicated both theoretically and in the hypothesized
mechanisms of PTSD, although they have yet to be examined in an
empirical setting. This gap in the literature is particularly important
to address, given critiques of the ecological validity of standard
laboratory fear-conditioning paradigms as models of stress dis-
orders (37, 38). We overcame the methodological limitation of
manipulating threat proximity by adapting immersive 3D VR
technology into the functional magnetic resonance imaging
(fMRI) -scanning environment to simulate encountering a male
avatar while walking down an alleyway. This technical advance
allowed us to create ecologically valid (human conspecific) threats
that either invaded peripersonal space—within arm’s reach of the
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participant (proximal/near threat)—or were presented at a farther
distance (distal/far threat) in a first-person perspective. In addition,
the virtual environment permitted multimodal manipulations of the
acquisition and extinction contexts using unique auditory (ambient
background noise) and visual (objects, color, texture, and lighting)
background features. On day 1, one threat avatar at each distance
was partially reinforced with aversive shocks (CS+Near, CS

+
Far),

whereas another safe avatar was explicitly unreinforced (CS−Near,
CS−Far). This procedure was followed by fear extinction (no re-
inforcement to any avatar) in a novel context (Fig. 1). The next day,
participants returned for extinction recall in the virtual extinction
context and fear reinstatement (unreinforced CS presentations
following shock reminders) in the virtual-acquisition context. We
isolated brain activation specific to the interaction of threat as-
sessment and proximity by first comparing responses across
threatening and safe avatars at near and far distances (e.g., CS+Near
> CS−Near) and then comparing this fear-learning index across
distances for each experimental phase. In doing so, our analyses
focused on differences in threat response while controlling for low-
level effects of distance, size, visual salience, and potential un-
conditioned threat responses (i.e., male in a dark alley).
Consistent with SOS and predatory imminence theories, we

hypothesized that peripersonal threats would preferentially re-
cruit reactive components of fear circuitry, whereas distal threats
would preferentially recruit higher-order association (cognitive)
areas, and that these differences would persist even when threat
stimuli are no longer reinforced. Furthermore, because proximal
threats evoke stronger defensive responses, we hypothesized that
they would display an amplified conditioned fear response,
greater resistance to extinction, and consequently, enhanced
susceptibility to fear reinstatement. To test this latter hypothesis,
we applied a multivariate fMRI approach that assessed the de-
gree to which threat representations configured during acquisition
persist throughout the extinction phase and, critically, whether this
pattern similarity is predictive of a reinstated fear response the next
day. This approach builds on previous work that has demonstrated
increasing trial-by-trial similarity in neural representational patterns
for reinforced stimuli during fear conditioning (39), and here we
test whether the same patterns during acquisition are differentially
maintained throughout extinction for near and far threats. By
evaluating this change in acquisition-phase representational
similarity throughout the extinction phase, we were able to better
isolate neural regions with extinction-resistant representations,
ultimately providing a more comprehensive understanding of
proximal influences on fear memory.

Results
Threat Proximity Impacts Behavioral and Physiological Indices of
Conditioned Learning.
Shock expectancy. Online ratings of shock expectancy revealed
successful conditioning on day 1 (Fig. 2A) (CS-Type × Time
interaction, F1, 37 = 57.916, P < 0.001, ηp2 = 0.61), with higher
ratings for CS+ than CS− avatars during late compared to early
trials (t37 = 7.610, P < 0.001, Cohen’s d = 1.235). This effect
further interacted with distance (CS-Type × Distance × Time
interaction, F1,37 = 6.161, P = 0.018, ηp2 = 0.143), with a greater
difference in conditioning for Near compared to Far conditions
during early trials (CS-Type × Distance, F1,37 = 11.874, P =
0.001, ηp2 = 0.243), but not late trials (CS-Type × Distance,
F1,37 = 0.377 P = 0.543, ηp2 = 0.01). Post hoc t tests confirmed
that early acquisition was enhanced to near threats (t37 = 3.446,
P = 0.001, Cohen’s d = 0.559).
Analysis of extinction and extinction recall data showed intact

safety learning and retention but no effect of distance (see SI
Appendix for the full statistical report). During fear reinstate-
ment, we found a significant CS-Type × Distance interaction
(Fig. 3) (F1, 37 = 7.701, P = 0.009, ηp2 = 0.172), such that the
difference between CS+ and CS− ratings was higher for near

than far threats (t37 = 2.775, P = 0.009, Cohen’s d = 0.45). In
sum, near threats demonstrated higher ratings of shock expec-
tancy during early acquisition on day 1 and during reinstatement
on day 2. Analysis of response times for the ratings showed
participants were equally fast at making ratings for near and far
avatars, suggesting that far avatars were not more difficult to
discern (see SI Appendix for more details).
Skin conductance response. Skin conductance response (SCR)
analyses also revealed successful conditioning on day 1 (Fig. 2B)
(main effect of CS-Type, F1,30 = 27.976, P < 0.001, ηp2 = 0.483;
CS-Type × Time interaction, F1, 30 = 4.384, P = 0.045, ηp2 =
0.127), with higher SCRs to CS+ than CS− avatars during early
compared to late trials (t30 = 2.094, P = 0.045, Cohen’s d =
0.376). Distance interacted with CS-Type (F1, 30 = 4.422, P =
0.044, ηp2 = 0.128), such that SCRs were differentially greater
(CS+ > CS−) for near threats than far threats (t30 = 2.103, P =
0.044, Cohen’s d = 0.378). Although the three-way interaction
was not significant (CS-Type × Distance × Time, F1, 30 = 2.667,
P = 0.113, ηp2 = 0.082), the difference between near and far
threats was significant during early trials (t30 = 2.173, P = 0.038,
Cohen’s d = 0.39) but not late trials (t30 = 0.558, P = 0.581,
Cohen’s d = 0.1).
Near threats were also more resistant to extinction learning

(CS-Type × Distance × Time, F1, 30 = 4.777, P = 0.037, ηp2 =
0.137). The difference between near and far threats was greater
during early than late extinction trials (t30 = 2.186, P = 0.037,
Cohen’s d = 0.393), such that differential SCRs (CS+ > CS−)
between near and far avatars decreased from early (t30 = 2.031,
P = 0.051, Cohen’s d = 0.365) to late (t30 = 0.282, P = 0.780,
Cohen’s d = 0.051) trials. Otherwise, SCRs indicated successful
extinction learning and retention, with no significant main effect
of CS-Type during extinction learning on day 1 (F1, 30 = 0.946,
P = 0.339, ηp2 = 0.031; CS-Type × Time interaction, F1, 30 =
0.162, P = 0.691, ηp2 = 0.005) or during extinction recall on day 2
(F1, 30 = 1.581, P = 0.218, ηp2 = 0.05). Unlike the shock-expectancy
data, we found no evidence for significant reinstatement of SCRs
on day 2 (CS-Type main effect, F1, 30 = 0.057, P = 0.812, ηp2 =
0.002; all other CS-Type interactions, P > 0.05). In sum, analysis of
skin conductance data revealed that near threats elicited greater
SCRs than far threats during early acquisition and showed an initial
resistance to extinction learning.

Near and Far Threats Engage Distinct Neural Circuitry. We next
evaluated whether differences in the spatial proximity of condi-
tioned threats align with Mobbs et al.’s distinction between re-
active and cognitive fear circuits in the brain (32, 33). For the
univariate analysis of fMRI data during fear acquisition, we first
investigated CS+/CS− differences within Near and Far condi-
tions separately, split into early and late trials. While no clear
differences emerged for early trials, we did find robust increased
activation in late trials for both near and far CS+ stimuli when
compared to their respective CS− stimuli (Fig. 4A and SI Ap-
pendix, Table S1). This increased activation was observed for
both conditions in the bilateral insula and frontopolar PFC
(BA10). For near threats (CS+Near > CS−Near), we also observed
increased activation in the right cerebellum, anterior mid-
cingulate cortex (aMCC), and thalamus, with clusters encom-
passing anterior midbrain regions, such as the ventral tegmental
area and substantia nigra. Moreover, the increased activation in
the aMCC, thalamus, and midbrain observed for near threats
was significantly greater when compared to far threats (for an
axial view of the midbrain, see also Fig. 6A). Functional con-
nectivity analyses further revealed differences related to threat
proximity primarily during late trials (Fig. 4B). In particular, far
threats demonstrated greater coupling of the amygdala, hippo-
campus, and vmPFC with precuneus, presupplementary motor
area (pre-SMA), and premotor regions when compared to near
threats. Thus, when evaluated together, the activation and connectivity
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differences during acquisition suggest distinct neural profiles for
near and far threats that closely resemble the recently proposed
distinction between reactive (aMCC and midbrain) and cognitive
(amygdala, hippocampus, and vmPFC) fear circuits.
During extinction, near and far threats continued to display

differential effects of CS-Type (Fig. 5A and SI Appendix, Table
S2). In early trials, near threats (CS+Near > CS−Near) recruited
the left primary motor cortex (postcentral gyrus) and presented
with greater activation, when compared to far threats (CS+Far >
CS−Far), in the left posterior operculum. In comparison, the main
effect of far threats in early trials only exhibited activation in the
PCC. During late trials, activation associated with near threats
shifted to the cerebellum, whereas far threats recruited large
clusters of activation encompassing the dorsomedial PFC, sub-
genual ACC, orbitofrontal cortex (OFC), and left anterior
insula. Activation in the left anterior insula was also greater for
far threats when compared to near threats.
Analysis of whole-brain functional connectivity revealed differ-

ences between near and far threats in early- and late-extinction trials.
In early extinction, near threats displayed greater amygdala–right
motor cortex, PAG–precuneus, and vmPFC–frontopolar cortex
connectivity when compared to far threats. Alternatively, far threats
displayed greater amygdala connectivity with the anterior medial
PFC, right lateral occipital cortex, and right middle temporal gyrus in
late-extinction trials (Fig. 5B). The activation and connectivity effects
during extinction therefore show a differential neural response to
near and far threats that extended beyond just the initial learning of
threat associations during acquisition.

Multivariate Cerebellar Representations during Extinction Predict
Behavioral Reinstatement Response to Near Threats. The behavior-
al findings suggested that near threats are more susceptible to
fear reinstatement than far threats, despite similar rates of ex-
tinction learning. This effect may result from persistent neural
representations of the threat value of proximal CSs in reactive
fear circuits that are difficult to detect with standard univariate
approaches. Whole-brain functional activation results from ac-
quisition and extinction only revealed consistent recruitment of
right cerebellar lobule VI for the CS+Near > CS−Near contrast
(Fig. 6A). To assess whether this finding was representative of a
persistent threat response, we conducted a post hoc multivariate
analysis in right cerebellar lobule VI using a representational
similarity analysis (RSA) approach (see Materials and Methods

for details). This analysis sought to show how conditioned fear
representations of each CS+ at the end of acquisition training
changed through extinction (Fig. 6B), thereby providing a means
by which to relate the maintenance of threat representations
at day 1 to the enhanced behavioral reinstatement for near
threats a day later. Thus, while our initial univariate approach
confirmed general neural differences between near and far
threats, here we sought to explicitly test whether extinction–
acquisition pattern similarity in cerebellar representations fur-
ther delineate the longer-term consequences of spatial proximity
on fear memories.
A significant Time × Distance interaction was found (F1, 39 =

12.333, P = 0.001, ηp2 = 0.24), such that only CS+Far exhibited an
increase in pattern dissimilarity from the beginning to the end of
extinction (t39 = 4.967, P < 0.001, Cohen’s d = 0.785). This result
implicates a change in the threat representation accompanying
extinction learning. In contrast, CS+Near did not show a signifi-
cant change in dissimilarity (t39 = 0.850, P = 0.401, Cohen’s d =
0.134), suggesting a persistence of the threat representation that
was resistant to extinction learning. To assess whether extinction
learning-related representational dissimilarity had consequences
for fear reinstatement the next day, we regressed the same RSA
dissimilarity metric from the end of extinction training with dif-
ferential shock-expectancy ratings from early reinstatement. For
both Near and Far conditions, less dissimilarity (a more similar
threat representation of the CS+ from the end of acquisition to
the end of extinction) was associated with greater fear re-
instatement (Fig. 6B) (Near: r = −0.390, P = 0.016; Far:
r = −0.356, P = 0.028). Thus, not only were persisting multi-
variate cerebellar representations throughout extinction learning
more likely for near threats, the similarity of these representa-
tions from the end of acquisition training to the end of extinction
training also predicted the likelihood of fear reinstatement a day
later. Subsequent analyses showed that these effects were se-
lective to the cerebellum (SI Appendix, Table S3).
A similar Time × Distance interaction effect was observed for

the CS− events (F1, 39 = 5.222, P = 0.028, ηp2 = 0.118) (SI Ap-
pendix, Fig. S2), such that the CS− representation encoded at the
end of acquisition changed throughout extinction in the Far
condition (t39 = 3.653, P < 0.001, Cohen’s d = 0.578), but not in
the Near condition (t39 = 0.286, P = 0.776 Cohen’s d = 0.045).
CS− representational dissimilarity at the end of extinction was
only significantly associated with fear reinstatement in the Near

Fig. 1. Experimental design. An example of the trial
sequence is shown for the acquisition phase. Partic-
ipants were placed in a 3D VR context consisting of a
long alleyway corridor and passively guided in a
forward direction until a human avatar appeared.
During fear acquisition, two avatars at each distance
coterminated with a brief electrical shock (CS+Near
and CS+Far), while two avatars were explicitly un-
reinforced (CS−Near and CS−Far). After the acquisition
phase, participants were exposed to the same stimuli
in a new context, without shock reinforcement, in
order to promote fear-extinction learning. A day
later, participants returned for extinction recall in
the same extinction context, and fear reinstatement
in the original acquisition context. Fear re-
instatement began with three shocks prior to the
presentation of human avatars. Each phase consisted
of 40 character presentations, 10 per condition.
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condition (r = −0.432, P = 0.007) and not in the Far condition
(r = 0.129, P = 0.439). Collectively, these multivariate analyses
emphasize a cerebellar component to the reactive fear circuit
that is important for differentiating threat and safety represen-
tations across learning contexts and may contribute to the vul-
nerability of proximal threat memories to fear reinstatement.

Discussion
The present study demonstrates that conditioned threats engage
different fear-learning and extinction mechanisms in the human
brain depending on spatial proximity in egocentric space. Using
an innovative immersive 3D VR paradigm adapted for the fMRI
scanning environment, we showed that when conspecific threats
breach peripersonal space, they engage a reactive fear-learning
circuit that makes proximal threat associations more resistant to
extinction processes and more susceptible to subsequent fear
renewal. Our findings have important implications for rethinking
how the classic neurobiological model of fear conditioning in-
forms clinical observations of fear persistence. In particular, we
report a contribution of brain areas that organize defensive re-
actions in near-body space and learn from these encounters,
which is especially relevant for PTSD, given that invasion of
bodily space is a key hallmark of index traumas that lead to this
disorder (14–16).
Collectively, our behavioral and neural results indicate enhanced

fear acquisition to proximal threats, with corresponding increases in
activation in the motor region of the CC (aMCC) and portions of
the thalamus and midbrain. Moreover, the change in differential
SCR (CS+ > CS−) from early to late extinction was larger for near
threats than far threats, indicating a delay in engaging successful
extinction processes when threats invaded peripersonal space.
While this effect was small, its significance is noteworthy when

coupled with evidence of neural differences during extinction and
subsequent effects at reinstatement. During extinction, distal
threats engaged cortical fear circuitry more than proximal threats,
whereas proximal threats continued to elicit cerebellar activity
whose multivariate representation of the acquired threat value of
the CSs persisted throughout extinction learning. This cerebellar
signature of extinction-resistant threat predicted the magnitude of
behavioral fear reinstatement the next day, and proximal threats
were more susceptible to fear reinstatement than distal threats.
Our findings during fear acquisition align with the distinction

between cognitive and reactive fear circuits derived from non-
human animal predation studies and human studies of chase-
and-capture video games (25–28, 32), which served as the pri-
mary framing hypothesis of the present study. We show here that
this neurobiological distinction emerges as humans acquire and
extinguish threat associations during fear-conditioning tasks.
Proximal threats were preferentially associated with aMCC,
midbrain, and thalamic activity, implicating recruitment of sur-
vival circuitry that coordinates defensive action (26). Moreover,
while proximal threats did not specifically elicit greater activation
in the PAG—perhaps due to the inability of participants to fully
engage flight mechanisms given the nature of the task and con-
straints within the scanning environment—they did recruit
greater midbrain activity encompassing the ventral tegmental
area and substantia nigra, dopaminergic brainstem nuclei that
display reciprocal connections with the PAG (40–43), gate in-
formation sent to the PFC (44), and shape adaptive fear-learning
behavior (45). In contrast, functional connectivity analyses
revealed that distal threats displayed greater connectivity of the
amygdala, hippocampus, and vmPFC with higher-level cortical
regions, such as the pre-SMA and precuneus, often related to
complex action planning/preparation and visuo-spatial information

Fig. 2. Shock expectancy (SE) ratings and SCR dur-
ing fear acquisition and extinction on day 1. Com-
pared to far threats, near threats showed greater SE
ratings (A) and SCR (B) during early fear-acquisition
trials, as well as a delayed reduction in SCR during
extinction. Bars and shaded areas represent SEM.
*P < 0.05, **P < 0.01.
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processing (46–48). Collectively, the findings from fear acquisition
support the notion that near threats invading peripersonal space are
more likely to elicit neural activity associated with a circa-strike
reaction to imminent threat, whereas distributed cortical connec-
tions observed for far threats enable recruitment of neural mech-
anisms underlying cognitive avoidance or coping strategies (1).
Near threats did not continue to elicit greater aMCC, tha-

lamic, or midbrain activity during extinction when shocks were
no longer reinforced, suggesting that recruitment of the full re-
active fear circuit may be specifically related to the initial
learning and explicit reinforcement of a threat stimulus. Acti-
vation effects for near threats during extinction were observed in
the primary motor cortex and cerebellum, whereas far threats
continued to recruit cognitive fear circuitry and canonical re-
gions often engaged during extinction learning, including the
PCC, OFC, insula, and dorsomedial PFC, which parallels some
of the effects observed during fear acquisition to both near and
far threats. Even though this overlap in network engagement
during acquisition and extinction is consistently observed in the
literature (49), the reengagement of these regions in our uni-
variate analyses does not necessarily suggest they are performing
the same functions or that their activation is specifically threat
related. That is, whereas greater activation in these regions
during acquisition supports the configuration of a threat-
associative memory, during extinction a new safety association
is hypothesized to form that competes with the existing memory
to help diminish fear responses (50), which likely draws upon a
similar network of regions to facilitate this associative learning.
The added recruitment of the PCC and OFC during extinction

for far threats further supports this interpretation, given that
these regions are consistently more active for the CS−, compared
to the CS+, during acquisition when the CS− is initially learned
to be safe (51). Moreover, OFC activation has been specifically
proposed to signal safety by tracking the increasing distance to a
threat stimulus (52), suggesting that this region might especially
be relevant for fear extinction to far threats. The notion that far
threats are more susceptible to reinterpretation as a safe stim-
ulus during extinction learning is further evidenced by greater
amygdala–mPFC connections during late extinction, as well
as greater recruitment of dorsolateral prefrontal regions dur-
ing extinction recall (SI Appendix, Fig. S1), both of which are

frequently found in other fear-extinction and regulation studies
(49). According to the SOS model, this effect is likely driven by
more successful engagement of prediction and threat assessment
systems when threats are distal, allowing for goal-directed ac-
tions to optimize escape and initiate feelings of safety (1). Thus,
despite a lack of behavioral differences between near and far
threats during extinction, far threats nonetheless demonstrate
activation and connectivity effects that suggest improved re-
cruitment of extinction mechanisms, which may have contributed
to their faster SCR extinction profile and to a more subdued
reinstatement response the next day.
Our results also provide evidence for a key role of the cere-

bellum in the extinction of proximal threats and in predicting
fear reinstatement. While the univariate analysis revealed con-
sistently greater activation within right cerebellum lobule VI
during the acquisition and extinction phases—which also resur-
faced during fear reinstatement (SI Appendix, Fig. S1)—the
multivariate RSA emphasized that this region is particularly
relevant for the maintenance of proximal threat representations.
Both CS+Near and CS−Near cerebellar representations were more
resistant to change throughout extinction than CS+Far or CS

−
Far

representations, and this lack of change associated with fear
renewal susceptibility a full day later, suggesting a role for the
cerebellum in maintaining the dissociation between safe and
threat proximal stimuli across learning contexts. These findings
were revealed by relating a multivariate assessment of repre-
sentational similarity across acquisition and extinction with be-
havioral fear reinstatement, an approach that provides a more
detailed evaluation of extinction learning success. We tested this
association within the cerebellum, given that our univariate
analyses revealed recapitulated activation in this region for near
threats during extinction. The RSA effect was found only in the
cerebellum and not in our other regions-of-interest (ROI) (SI
Appendix, Table S3). Taken together, our univariate and multi-
variate analyses indicate that the distinction between cognitive
and reactive fear circuitry configured by threat proximity is evi-
dent during the intial acquisition of threat associations, while
suggesting that the cerebellum should be included in an ex-
panded model of reactive fear, which is particularly relevant for
the maintenance of proximal threat associations.

Fig. 3. SE ratings from day 2 revealed that near
threats were more likely to reinstate a fear response.
Although near and far threats displayed similar rat-
ings throughout extinction recall, a significant dif-
ference emerged during early reinstatement trials.
Bars and shaded areas represent SEM. **P < 0.01.
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Although the cerebellum has been underemphasized in tra-
ditional fear-conditioning models, cerebellar activity is related to
the potentiated startle effect (53–55) and growing evidence im-
plicates the cerebellum in learning and extinction of fear mem-
ories (49, 56–60). Only combined amygdala and cerebellar
vermis blockade promotes amnesia for strong fear memories

(61), suggesting that the cerebellum is an important region to
consider in the maintenance of fear representations. Another
line of research has also implicated PAG–cerebellar links (via
the inferior olivary nucleus) as an additional component in the
neural circuitry that configures defensive response to aid survival
in threatening situations (21), whereby the PAG effectively

Fig. 4. Near and far threats elicit distinct functional
activation and connectivity during fear acquisition.
(A) During late acquisition, near and far threats
displayed increased activation in bilateral anterior
insula (AI) and frontopolar cortex (FPC), with far
threats eliciting unique activation in lateral parietal
regions such as the angular gyrus (AG) and near
threats eliciting unique activation in mPFC, midbrain
(MB), and cerebellar lobules VI and VII. The direct
comparison between near and far [(CS+Near >
CS−Near) > (CS+Far > CS−Far)] revealed increased acti-
vation for near threats in the aMCC and thalamus,
extending into anterior MB regions. Greater aMCC
activity for near threats occurred relatively early
during acquisition, shown by a steep increase in
percent signal change from the second to third pair
of trials (extracted from a 6-mm spherical ROI cen-
tered on the maximum z-statistic voxel for the aMCC
Near > Far cluster). Shaded areas represent SEM. (B)
PPI analyses revealed similar connectivity patterns
for amygdala, hippocampus, and vmPFC seeds. Far
threats (CS+Far > CS−Far) consistently displayed in-
creased coupling of these ROIs with medial and lat-
eral cortical regions, including the pre-SMA,
precuneus (PCUN), and middle frontal gyrus (MFG)
when compared to near threats (CS+Near > CS−Near).
All statistical maps represent group results after
mixed effects analysis (z > 2.3, cluster-corrected
P < 0.05).

Fig. 5. Near and far threats continue to display
differences in functional activation and connectivity
during fear extinction. (A) Differences in neural ac-
tivation between near and far threats were observed
during early and late trials of extinction. The in-
dependent CS+ > CS− contrasts for both Near and Far
conditions revealed that near threats were more
likely to recruit activation in the primary motor
cortex (PMC), opercular cortex (OC), and cerebellum
(lobule VI), whereas far threats were more likely to
recruit activation in the PCC, dorsal ACC, OFC, and
anterior insula (AI). (B) PPI analysis of late extinction
trials showed greater amygdala connectivity with
the amPFC, right lateral occipital cortex (LOC), and
right middle temporal gyrus (MTG) for far threats.
Three-dimensional images are displayed without
volume occlusion. All statistical maps represent
group results after mixed-effects analysis (z > 2.3,
cluster-corrected P < 0.05).
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controls and coordinates motor output through connections to
the cerebellum (20). Accordingly, investigations of cerebellar
topography with fMRI have revealed evidence for affective and
sensorimotor representations in lobules V/VI (62–65), further
emphasizing a need to better incorporate the contribution of the
cerebellum to models of threat behavior in humans.
Our results show that reactive fear circuit engagement is

particularly evoked in the initial learning and reaction to a near
threat, while activity patterns in the cerebellum maintain those
threat representations despite evidence of behavioral extinction
learning, suggesting that the cerebellum should be incorporated
into existing models of reactive fear circuitry. This maintained
threat representation, combined with less recruitment of cogni-
tive avoidance and extinction-learning circuity, induces suscep-
tibility to a reinstated fear response when reencountering near
threats in a dangerous context. The present study thus provides a
finding that dissociation in cognitive and reactive fear circuitry
can inform the way in which threat associations are learned and
remembered, adding to mounting evidence for dissociable fear
states based on ecological context (33). These findings may also
have important translational impact in redirecting clinical focus
from the more traditional fear-extinction circuitry in the vmPFC,
amygdala, and hippocampus to the cerebellum as a possible site
of therapeutic intervention to prevent fear recovery in anxiety
and stress disorders triggered by near-body traumas. Finally, our
results highlight the methodological advance of using 3D
immersive VR in the scanning environment to evaluate the in-
fluence of threat imminence. Our approach presented stimuli in
a first-person, egocentric perspective that allowed near threats to
invade peripersonal space as they appeared to project outward
from the screen. In contrast to 2D studies of proximity effects on
neural circuit engagement during video games, this immersive
VR experience instils a feeling of “presence” for the participants

and, consequently, the real-world relevance of our findings (66).
Future studies that also capitalize on this approach may be better
equipped to evaluate the configuration of interpersonal de-
fensive boundaries (31, 67).

Limitations. While the present study provides an evaluation of
associative learning for proximal and distal threats, a number of
methodological and conceptual limitations will need to be
addressed in future work. The present experiment was designed
to specifically test how spatial proximity configures differences in
the initial appraisal and subsequent memory for threats, al-
though the influence of proximity on fear conditioning may be
characterized in other ways, such as temporal proximity (32).
Although we paired conditioned stimuli to aversive shock, social
stimuli that invade peripersonal space naturally evoke enhanced
defensive responses (31), and recent evidence suggests that in-
nate and learned threats have different behavioral consequences
that might be supported by dissociable neural pathways (30). Ac-
cordingly, future studies that evaluate the influence of proximity on
fear memories by considering alternative stimuli or means of as-
sociative learning, such as social mechanisms via observation (68),
might aid the interpretation of the effects reported here.
Furthermore, while the neural differences we identified may

have contributed to the observed behavioral and physiological
effects, future studies should strive to assay diverse motor output
metrics directly to support this interpretation, taking into consid-
eration the movement constraints of the fMRI scanning environ-
ment. Similarly, although this pattern of results corroborates the
effects predicted by predatory imminence theory, near threats in
our experimental design might have been perceived as more com-
patible with aversive shock than far threats, contributing to more
rapid acquisition of near threats during early acquisition. Never-
theless, both near and far threats were learned successfully by late

Fig. 6. Near threats promote persistent threat rep-
resentations in the cerebellum during extinction. (A)
Univariate results of acquisition and extinction for
the CS+Near > CS−Near contrast displayed consistent
activity within right cerebellar lobule VI. (B) Activity
patterns specific to the threat stimuli were extracted
from the CS+Near and CS+Far contrast of parameter
estimate (COPE) images during late acquisition
within the right cerebellar lobule VI. CS+ represen-
tations during extinction were compared to these
acquisition threat representations, revealing in-
creased dissimilarity from the beginning (E1) to the
end (E5) of extinction only for the Far condition.
Shaded areas represent SEM. Dissimilarity metrics of
extinction learning (from the end of extinction
compared to the end of acquisition) negatively cor-
related with shock expectancy ratings during early
fear reinstatement trials the next day. *P < 0.05;
***P < 0.001; n.s., not significant.
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acquisition, eliciting similar ratings of shock expectancy even after
accounting for responses to the nonreinforced stimuli. The use of a
consistent shock reinforcer therefore allowed us to examine the
extinction and reinstatement response of proximal and distal
threats without the confound of differential learning success. The
ecological validity of this approach is supported by evidence that
proximity of trauma is associated with the subsequent distress of
PTSD symptoms (14–16, 69). While predatory imminence theories
suggest the threat value of the cues primarily drive the behavioral
and neural effects observed here, we acknowledge that contextual
or attentional factors may also contribute to this dissociation in
neural circuitry. Future work is needed to pinpoint the exact
mechanisms contributing to this neural circuit shift.
While both shock expectancy and skin conductance demon-

strated similar effects during early acquisition, they diverged in
subsequent extinction and reinstatement phases. Our findings
suggest that during extinction, participants experienced a more
sustained arousal response to previously acquired threats in
near-body space, even if they did not necessarily rate these
proximal CS as more likely to elicit a threat. During re-
instatement, we found the opposite effect, whereby participants
appraised the threat value of proximally CS to be higher than
that of their distal counterparts, even though SCR was compa-
rable between the two. This similarity and divergence in our data
emphasize the multifaceted nature of fear and that subjective
expectancy ratings do not directly map onto psychophysiological
response (70). In fact, a recent multivoxel pattern analysis sug-
gests this dissociation in self-reported fear and physiological
reactivity is reflected in distinct neural representations, whereby
the dorsomedial and lateral PFC are more involved in predicting
subjective fear response, while the amygdala and insula are more
involved in predicting physiological reactivity (71). In designing
the present study, we collected expectancy ratings to measure
contingency learning and explicit knowledge of threat associa-
tions, while SCR was used to index an arousal response that may
or may not align with cognitive expectations. Thus, we ac-
knowledge that neither of these measures were able to fully
capture participants’ phenomenological experiences. Rather,
they should be interpreted collectively with the neural findings to
aid in understanding differences in proximal and distal threat
appraisal. However, future studies may benefit from directly
measuring subjective fear reports to more precisely determine
how dissociation between cognitive and reactive neural re-
cruitment might contribute to fear experience.
Ultimately, these limitations highlight the conceptual debate

concerning whether phylogenetically conserved neural circuits
support the conscious feeling of fear (36). In recent years, this
issue has motivated a shift toward utilizing more ecologically
valid paradigms that can delineate different forms of fear, in the
hope that such an approach might clarify the contexts that sup-
port these fear states, as well as the relationship between the
engagement of defensive survival circuits and actual fear expe-
rience (32, 33). The present study provides an important con-
tribution to this endeavor by validating the neuropsychological
distinction between cognitive and reactive fear circuits, while
also translating the influence of threat imminence into the fear-
conditioning domain in humans.

Conclusions
In conclusion, these findings provide a detailed assessment of
underlying neural circuitry modulated by threat proximity across
fear learning, extinction, and reinstatement. They also illustrate
the added value of immersive VR applications in the fMRI scan-
ning environment. Our results extend prior animal predation and
human video game work on threat imminence to the fear-learning
domain and highlight the amplified acquisition and impaired ex-
tinction of threats invading peripersonal space. Given the influence
of proximity on PTSD diagnosis and symptom severity (14–16, 69),

the current findings suggest differential treatment options based on
initial proximity to a traumatic event and implicate cerebellar
maintenance of proximal threat representations as a potential tar-
get for therapeutic interventions.

Materials and Methods
Participants. Forty-nine participants were recruited from the Duke Brain
Imaging and Analysis Center subject pool. All participants completed written
informed consent prior to participation in the study, and received monetary
compensation for their time ($20/h). The study was approved by the Duke
University Health System Institutional Review Board. Participants were right-
handed and had normal or corrected-to-normal vision. Five participants
withdrew early from the study and did not return for day 2. Four partici-
pants were excluded due to technical issues during scanning related to the
3D environment (i.e., television and glasses) or the administration of aver-
sive shocks. Thus, the final sample used in the neuroimaging analyses con-
sisted of 40 participants (meanage ± SD = 24.55 ± 4.16; 18 female).

Materials.
VR contexts and stimuli. Four 3D environments, all consisting of a long, narrow
alleyway corridor, were used as contexts for the fear-conditioning phases.
These environments were created in Unity (Unity Technologies) and con-
sisted of two walls, a floor, and a sky presented in a first-person perspective.
Four unique contexts were created with different wall and floor textures,
lighting, skylines, and ambient background noise (e.g., street traffic). These
contexts also contained pseudorandomized placement of unique contextual
cues located along the alleyway corridor, such as trash cans, benches, and
light posts. While in the virtual environment, participants were passively
guided at 0.3 m/s along a forward path down the alleyway, which paused for
6 s during the presentation of stimuli.

CS and unconditioned stimuli (US) consisted of four distinct male human
avatars exhibiting neutral facial expressions. The avatars suddenly appeared
in the full-frontal view of the research participant as they navigated down
the alleyway, remained static during presentation, and disappeared from
view after 6 s. Participants’ travel within the virtual environment was paused
for the duration of the CS avatar presentations. For the near trials, the av-
atars appeared at an interpersonal distance of 0.6 m, while for the far trials
they appeared at 3 m. The VR simulation maintained proper spatial distance
cues such that avatars were appropriately sized according to their distance
from the participant.

The virtual contexts and stimuli were displayed on a Magnet Vision 3D
television (Resonance Technology) and shown to the participants via an
angled, first-surface mirror attached to the MR head coil. To create the 3D
effect, participants wore MRI-compatible 3D glasses, which created the il-
lusion that near stimuli projected outward from the screen into peripersonal
space, whereas far stimuli appeared at a distance.

Procedure. The study was split into two sessions that took place on
separate days (∼24 h between the two sessions). On day 1, following in-
formed consent, US shock intensity was calibrated for each participant to be
annoying but not painful using an ascending staircase procedure developed
in our laboratory (9). Participants then completed CS habituation, fear-
acquisition, and fear-extinction phases during fMRI. Each of these phases
occurred in a separate virtual context and presented four human avatars,
two near and two far, split into CS+ and CS− conditions. Presentation order
was structured such that no avatars appeared more than twice in a row. The
avatars were pseudorandomly assigned to the CS-Type conditions across
participants to avoid potential confounds of particular avatars with CS-Type
assignment. Participants were told they would be passively guided along the
virtual environment and that some avatars were dangerous (result in a brief
shock), but participants were not told which avatars were dangerous or safe.
In each phase, participants were passively guided along one of the alleyway
contexts during the variable interstimulus intervals (4 to 7.5 s), and paused
for the 6 s that an avatar appeared on screen. During the habituation phase,
each avatar was presented twice to familiarize participants with the ex-
perimental set-up (data from this phase are not reported). During all other
phases (acquisition, extinction, extinction recall, fear reinstatement), each
avatar was presented 10 times, for a total of 40 avatar presentations. Five
CS+Near and five CS+Far presentations coterminated with the US (50% partial
reinforcement) during fear acquisition. Following fear acquisition, partici-
pants completed fear extinction with no shocks in a novel context. On day 2,
shock intensity was set to the same level that was used during day 1. The
participants completed extinction recall in the extinction context followed
by fear reinstatement in the acquisition context. Reinstatement began with
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three uncued shocks separated by 2 s each, prior to any presentation of CS
avatars. The contexts used for the different phases were counterbalanced
across participants.

US Delivery. Shock administration was controlled with the MP-150 BIOPAC
system (BIOPAC Systems) using the STM200 Constant Voltage Stimulator.
Electrical stimulation was applied transcutaneously over the median nerve
of the right wrist and lasted for 6 ms, via a pair of general-purpose, MRI-
compatible electrodes filled with conductive saline gel (Parker Laboratories).

US Expectancy Ratings. For each character presentation, participants rated via
an MRI-compatible button box the perceived shock likelihood (shock ex-
pectancy) on a scale from 1 to 4: 1 being “definitely unlikely,” 2 “somewhat
unlikely,” 3 “somewhat likely,” and 4 “definitely likely.” These ratings were
recorded for each phase and served as a subjective behavioral measure of
fear learning. Due to technical issues, two subjects during acquisition, one
subject during extinction recall, and two subjects during reinstatement
failed to record shock-expectancy ratings and were therefore excluded for
shock-expectancy analyses of these phases.

SCRs. Skin conductance recording was controlled with the MP-150 BIOPAC
system (BIOPAC Systems) via Ag/AgCl disposable electrodes placed on the
palmar surface of the left hand. SCR analysis was performed with the
Autonomate program (72) in MATLAB (The Mathworks) and scored re-
sponses if the trough-to-peak response occurred 1 to 4 s following stimulus
onset, lasted between 0.5 and 5.0 s, and was greater than 0.02 microSie-
mens, following analyses previously described (73). Trials that did not meet
these scoring criteria were scored as a zero. Prior to statistical analyses, the
SCRs to CS were first normalized to the average US response within each
subject. In order to ensure that our SCR analysis was appropriate for in-
vestigating differences in physiological arousal between CS+ and CS−

(modulated by proximity), we excluded nine nonresponders who did not
display any measurable levels of skin conductance to the US during acqui-
sition, resulting in a final sample size of n = 31 for these analyses.

MRI Data Acquisition. Neuroimaging data were acquired on a 3T General
Electric MR740 scanner with an eight-channel head coil at the Duke Uni-
versity Brain Imaging and Analysis Center. High-resolution T1-weighted
structural scans were acquired using a 3D fast SPGR pulse sequence (repe-
tition time [TR] = 8.16 ms; echo time [TE] = 3.18 ms; image matrix = 2562;
voxel size = 1 × 1 × 1 mm). Whole-brain functional scans were acquired for
each experimental phase (acquisition, extinction, extinction recall, and re-
instatement) parallel to the AC-PC line using a SENSE spiral-in sequence
(TR = 2 s; TE = 27 ms; image matrix = 642; field-of-view = 2562; slice thickness
3.8 mm; voxel size = 4 × 4 × 3.8 mm, 34 slices with interleaved acquisition,
flip angle = 60°). To ensure MR signal stabilization, the first four TRs of each
functional scan were excluded from analyses.

Neuroimaging Analyses.
Preprocessing. All neuroimaging data were preprocessed with FMRIPREP
v1.0.15 (74, 75), a Nipype (76, 77) -based tool. T1-weighted anatomical im-
ages were corrected for intensity nonuniformity using N4BiasFieldCorrection
v2.1.0 (78) and skull-stripped using antsBrainExtraction.sh v2.1.0 (using the
OASIS template). The images were spatially normalized to the ICBM 152
Nonlinear Asymmetrical template v2009c (79) using nonlinear registration
with the antsRegistration tool of ANTs v2.1.0 (80) with brain-extracted
versions of both T1w volume and template. Cerebrospinal fluid, white-
matter, and gray-matter segmentation were performed on the brain-
extracted T1w using FAST (81) from FSL v5.0.9.

Preprocessing of functional data included slice timing correction with
3dTshift from AFNI v16.2.07 (82) and motion correction with MCFLIRT (83) in
FSL. This step was followed by coregistration to the corresponding T1w using
boundary-based registration (84) with 9 degrees-of-freedom, using FSL’s
FLIRT. The motion-correcting transformations, blood-oxygen-level-dependent
(BOLD)-to-T1w transformation and T1w-to-template warp were concatenated
and applied in a single step with antsApplyTransforms (ANTs v2.1.0) using
Lanczos interpolation.

Frame-wise displacement (85) was calculated for each functional run us-
ing the implementation of Nipype. ICA-based automatic removal of motion
artifacts (AROMA) was used to generate aggressive noise regressors as well
as to create a variant of data that is nonaggressively denoised (86). Many
internal operations of FMRIPREP use Nilearn (87), principally within the
BOLD-processing workflow. For more details of the pipeline, see http://
fmriprep.readthedocs.io/en/latest/workflows.html. Following FMRIPREP, the

preprocessed output was skull-stripped with FSL’s Brain Extraction Tool and
high-pass–filtered at a 100-s cutoff.
Univariate fMRI analyses. Analysis of fMRI data were implemented in FSL v5.0.9
with FEAT (88), using the skull-stripped, temporally filtered, nonaggressively
AROMA denoised data from FMRIPREP. For each experimental phase,
subject-specific lower-level general linear models were created using task
regressors for all CS types (CS+Near, CS

−
Near, CS

+
Far, CS

−
Far) split into early (1 to

5) and late (6 to 10) trials. For the fear-reinstatement phase, early trials were
instead defined only as the first three trials to best capture the renewal of
fear prior to reextinction (Statistical Analyses). US trials were also modeled
for the acquisition and reinstatement phases. These regressors were con-
volved with a double-gamma hemodynamic response function. All lower-
level models included cerebrospinal fluid, white-matter, differentiated sig-
nal variance, and framewise displacement confound regressors. Further-
more, any timepoints with a framewise displacement above 0.6 mm were
censored in the model. Contrasts of interest were set at the lower-level,
assessing [(CS+Near > CS−Near) > (CS+Far > CS−Far)] and [(CS+Far > CS−Far) >
(CS+Near > CS−Near)] within early and late trials. Crucially, these contrasts
subtract out nonreinforced CS− avatars at each corresponding distance,
thereby controlling for lower-level effects related generically to stimulus
distance, size, or visual salience.

Functional connectivity analyses modeled psychophysiological interactions
(PPI) between task conditions in a priori ROIs, including bilateral amygdala,
bilateral dorsal (posterior) hippocampi, and vmPFC masks that have been
used in previous fear-conditioning studies (66). These ROIs were chosen
based on their relevance to fear learning and extinction (89), and the dorsal
hippocampus specifically due to the involvement of this region in processing
spatial contextual information (90, 91). The ROIs were defined anatomically
from the Wake Forest University PickAtlas software (92). The amygdala was
defined from the TD library of the Wake Forest University PickAtlas, the
dorsal hippocampus was part of the AAL library hippocampus defined as
posterior to y = −24 mm in Montreal Neurological Institute (MNI) space, and
the vmPFC was defined as BA25 in the TD library, dilated by 2 mm. To in-
vestigate general changes in midbrain connectivity, we further defined a
midbrain-PAG ROI following the same procedures detailed in other pub-
lished work (93). Briefly, the Harvard–Oxford Subcortical Structural Atlas (94)
was used to delineate the brainstem based on a 30% probability threshold,
which was then further cropped at z > −24 mm and y < −22 mm in
MNI space.

Higher-level group analyses for each phase employed FMRIB’s local
analysis of mixed effects – FLAME 1+2 (95). A single-group average
(one-sample t test) design was used to determine the average response for
each lower-level contrast. The cluster-forming threshold was set at z = 2.3,
with a cluster significance threshold of P = 0.05. Contrast masking with
CS+Near > CS−Near or CS+Far > CS−Far was used to ensure the appropriate di-
rectionality of the lower-level double subtractions. This application of
FLAME 1+2 followed by cluster forming and significance threshold provides
one of the most effective controls against the inflated false-positive findings
that plague fMRI studies (96).
Multivariate RSA. For the RSA we were specifically interested in how neural
representations present at the end of acquisition change throughout ex-
tinction learning, and whether this change is modulated by stimulus prox-
imity. A dissimilarity metric (1 − Pearson correlation) was calculated between
activity patterns within a predefined ROI in late acquisition and several time
windows through extinction for each stimulus type for each participant,
using voxel-wise t-statistic maps from the first-level analyses as input. This
provided, for each time window for each participant, a metric of how dis-
similar the neural patterns in the ROI were relative to the end of acquisition.
We then investigated effects of CS type (CS+/CS− as well as Near/Far) on the
behavior of these dissimilarity metrics throughout extinction.

The RSA was conducted in a region that displayed consistent activity for
the CS+Near > CS−Near contrast during both acquisition and extinction, right
cerebellar lobule VI. The ROI was determined from a probabilistic cerebellar
atlas provided within FSL (97, 98) and set at full probability to include all of
right hemispheric lobule VI and extensions into vermal lobule VI. To further
test the specificity of this result, we assessed bilateral amygdala, hippo-
campal, and vmPFC ROIs that were used in the PPI analyses. RSA analyses
were performed in rsatoolbox (99) within the MATLAB programming envi-
ronment, using contrast-of-parameter images for CS main effects generated
from first-level FSL models set up similarly to those used in the univariate
analyses. However, unlike the univariate analyses, these RSA first-level
analyses used unsmoothed functional data that were not AROMA-
denoised. Thus, to account for motion-related artifact, these models also
specified head-motion parameters (rotation and translation) provided
by FMRIPREP.
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Dissimilarity was calculated between each pair of extinction trials and the
last pair of acquisition trials. Although it is possible to extract similarity
metrics from single trials, we averaged across every two trials in an attempt to
reduce noise. We specifically compared extinction trials to the last two ac-
quisition trials (as opposed to earlier in acquisition) in order to be more
confident that the neural pattern was representative of a learned threat
association. Similarly, we regressed dissimilarity metrics from the last two
extinction trials with reinstatement shock-expectancy ratings in order to be
more confident that the observed relationship was indicative of a main-
tained threat representation that had persisted throughout the entire
extinction phase.

Statistical Analyses. SPSS Statistics 24 (IBM) was used for all statistical analyses
of shock expectancy and skin conductance data. Trials were separated into
CS+Near, CS

−
Near, CS

+
Far, CS

−
Far conditions and split into early and late trials

based on presentation within each condition. Thus, each condition was
separated into the first five and last five presentations of that character.
Repeated-measures ANOVA was used to evaluate interactions of CS-Type
(CS+ vs. CS−), Distance (near vs. far), and Time (early vs. late). Since the re-
instatement response is rather quick and temporary prior to reextinction, we

instead focused analyses on only the first three trials for each condition,
representing 30% of all of the trials, because the reinstatement phase de-
livered three shocks prior to any avatar presentations.

For the RSA analysis, we conducted a Time (E1 vs. E5) × Distance (Near vs.
Far) repeated-measures ANOVA, followed by paired-sample t tests to de-
termine if dissimilarity metrics changed from the first pair of extinction trials
to the last pair of extinction trials. We further regressed dissimilarity metrics
from the last pair of extinction trials with differential reinstatement shock-
expectancy ratings (CS+ > CS−) recorded on day 2. Regression plots with
confidence bands were created in R.

Data Availability. The behavioral and psychophysiological data that support
the findings of this study are available online in the Open Science Framework
(100) at https://osf.io/jm62y/. Unthresholded statistical maps are available
online in NeuroVault (101) at https://neurovault.org/collections/6221/.
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